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THE GAME TODAY

GAME SELECT

DEVELOPER

MISSION PARAMETERS:

MISSION OBJECTIVES

RECOMMENDED ESSENTIALS




YESTERDAY'S BATTLE
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YESTERDAY'S BATTLE

UNIT & FUNCTIONAL TESTING



YESTERDAY'S BATTLE

FRIENDLY FIRE



YESTERDAY'S BATTLE
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THE PROBLEM




THE BIGGER PICTURE

YOUR
COMPETITORS

YOUR
BUSINESS




ENEMY IS
ON THE OUTSIDE
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N\PPLICATION LIFECYCLE

10 DEVELOP

0 TEST < Pay Attention to Monitoring
S0 RUN < Live and Die by Monitoring
A0 GOT1T0O 10

*Taken from “How Netflix Monitors & Operates in the Cloud” by Ariel Tsetlin



THE GAME IS CHANGING

GAME SELECT

DEVOPS

MISSION PARAMETERS:

MISSION OBJECTIVES

RECOMMENDED ESSENTIALS




THE ENVIRONMENT IS
CHANGING

MAP SELECT

PRODUCTION

DESCRIPTION

MAP SIZE

RECOMMENDED EQUIPMENT




BUT WHAT IS SUCCESS?

DEV 0OP5

COMPLETION 7%



OF DEPLOYMENTS




¥ OF FENTURES ?




TIME TO MARKET °
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The most meaningless metric in IT today.



DEVELOR TEST,
DEPLOY &
NVNILABILITY

I= SUCCESS



AU TOMATION

www.defenceimages.mod.uk




CAN AUTOMATE FAILURE

AppDynamics 201 | Survey: 250+ respondents

Mlelatinl)%
REIEENS

> ) Month

Releases Weekly

Release

Dally
Release

1/3

Source: http://www.appdynamics.com/blog/20 | |/12/14/storm-clouds-in-20 | 2-summary-of-appdynamics-apm-customer-survey/



http://www.appdynamics.com/blog/2011/12/14/storm-clouds-in-2012-summary-of-appdynamics-apm-customer-survey/
http://www.appdynamics.com/blog/2011/12/14/storm-clouds-in-2012-summary-of-appdynamics-apm-customer-survey/
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MONITORING




COMMUNICATION 1S KEY

BUT..S0 IS INTELLIGENCE



WHAT SHOULD DEVOPS
MONITOR?
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BIG PICTURE IS USEFUL
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MAPS HELP ALOT

Request: 52ce7998-f475-469b-9b66-b60d0033a341
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NAPPLICATION
DEPENDANCIES
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E.G. PAYPAL
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End User Experience improved by 49% in 6 months



NO MONITOR. NO LEARIN.

) RESTART SERVERS
) ROLLBACK
) REPRODUCE

) TROUBLESHOOT VS
INNNOWVATE



TRY REPRODUCING THIS....
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LEADERS LEARN
FROM FAILURE

> AMAZON
) BUSINESS IMPACT
) ROOT CAUSE ANALYSIS



LEADERS LEARN
FROM FAILURE

Summary of the Amazon EC2 and Amazon RDS Service Disruption in the US East Region

April 29, 2011

Now that we have fully restored functionality to all affected services, we would like to share more details with our customers about the
events that occurred with the Amazon Elastic Compute Cloud ("EC2") last week, our efforts to restore the services, and what we are doing
to prevent this sort of issue from happening again. We are very aware that many of our customers were significantly impacted by this
event, and as with any significant service issue, our intention is to share the details of what happened and how we will improve the service
for our customers.

The issues affecting EC2 customers last week primarily involved a subset of the Amazon Elastic Block Store ("EBS”) volumes in a single
Availability Zone within the US East Region that became unable to service read and write operations. In this document, we will refer to
these as “stuck” volumes. This caused instances trying to use these affected volumes to also get "“stuck” when they attempted to read or
write to them. In order to restore these volumes and stabilize the EBS cluster in that Availability Zone, we disabled all control APIs (e.g.
Create Volume, Attach Volume, Detach Volume, and Create Snapshot) for EBS in the affected Availability Zone for much of the duration of
the event. For two periods during the first day of the issue, the degraded EBS cluster affected the EBS APIs and caused high error rates and
latencies for EBS calls to these APIs across the entire US East Region. As with any complicated operational issue, this one was caused by
several root causes interacting with one another and therefore gives us many opportunities to protect the service against any similar event
reoccurring.

Overview of EBS System

It is helpful to understand the EBS architecture so that we can better explain the event. EBS is a distributed, replicated block data store that
is optimized for consistency and low latency read and write access from EC2 instances. There are two main components of the EBS service:
(i) a set of EBS clusters (each of which runs entirely inside of an Availability Zone) that store user data and serve requests to EC2
instances; and (ii) a set of control plane services that are used to coordinate user requests and propagate them to the EBS clusters running
in each of the Availability Zones in the Region.

An EBS cluster is comprised of a set of EBS nodes. These nodes store replicas of EBS volume data and serve read and write requests to EC2
instances. EBS volume data is replicated to multiple EBS nodes for durability and availability. Each EBS node employs a peer-to-peer based,
fast failover strategy that aggressively provisions new replicas if one of the copies ever gets out of sync or becomes unavailable. The nodes




WHAT IS DEVOPS?

"DEVOPS IS ABOUT BEING
NGCILE AND GOING FROM
N-HA TO CHA CHING
NS QUICKLY AS POSSIBLE.”

‘ John Willis
ﬂ DevOps Evangelist
-1
LB B &

DevOps Days 201 |




DEVOPS SURVEY

Poll

Does DevOps speed application delivery or is it just
hype?

. Yes
® No, itis hype

Still evaluating
@ '/hatis DevOps?

Source: CA.com



WHAT MAKES YOUR
BUSINESS
SUCCESSKFUL??

» REVENUE

) CUSTOMERS

) PRODUCT LEADERSHIP
» DOWNLOADS



WHAT IMPACT DO YOU
HAVE ON THE
BUSINESS?




LETS MEASURE THE CHA CHING



MONITOR
BUSINESS TRANSACTIONS
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2,492 Checkouts Impacted @ $75 each
= $186,900 revenue risk from incident

99.9% or



MONITOR SERVICES
OVER INFRASTRUCTURE
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MONITOR SERVICES
OVER INFRASTRUCTURE
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TIME RANGE last 3 hours
TIME RANGE last 1 day
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UNPLANNED DOWNTIME

| minute = how much revenue!



BUT MY APP ISN'T
REVENUE CRITICAL

DEVOPS IS ABOUT
COLLABORATIOIN.

SO MEASURE



MEAN TIME T0O
INNOCENCE (MTTI)




MEAN TIME T0O
RESOLUTION (MTTR)

Weeks, Days, Hours or Minutes?



MEAN TIME BETWEEN
FAILURE (MTBF)

Weeks, Days, Hours or Minutes?



EX AMPLE

Total Number

of Severity-1

Incidents Per
Year

Labor Cost to Troubleshoot and Resolve application performance and

availabililty problems
Troubleshooting

& Repair Time
Troubleshoot as % of

ing & Repair Available
Annual, Fully |Time per Productivity Cost per Labor Cost spent
Loaded Incident in Number of (C / Work Hours [Incident resolving Severity-1
IT Role Labor Cost [Hours per Year) (B*D*E) Incidents per Year

Application Operations / App Support Engineer
Developers / QA 7
Infrastructure Operations / IT Operations S 1,932
Database Administrator | $ 130000] 0 |
Architects 2
Total annual Labor Cost of maintaining performance SLA and availability

HOW MUCH CAN
DEVOPS SAVE YOU-?



THATS NOT MY ROLE

GAME SELECT

DEVELOPER

MISSION PARAMETERS:

MISSION OBJECTIVES

RECOMMENDED ESSENTIALS




SO WHAT IS SUCCESS
FOR ME?

> FINDING A NEW JOB
» EARNING MORE MONEY
> TWITTER FOLLOWERS



SUMMARY

SEE THE BIGC PICTURE
DEFINE SUCCESS
NAUTOMATE <> MONITOR
MEANASURE SUCCESS
EVANGELIZE SUCCESS
GET PAID MORE



MONITOR PRODUCTION. TODAY.
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AppDunamics

wwwW.AppDvnamics.com

FOR FREE.


http://www.appdynamics.com
http://www.appdynamics.com

GAME OVER



